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TORUS ACTIONS ON GL, (k[ Xy, Xg+X5])

TAMAFUMI KANEYAMA

§ 1 Introduction and notations

Let & be an algebraically closed field of arbitrary characteristic. Let T be an n-dimensional
algebraic torus, i.e. T=Gn X---X G, (ntimes), where G, = Spec (k [t t']) is the
multiplicative group. Let A=k [x, -+, x,] a polynomial ring. T acts eeffectively and semi-linearly
on A. Let (E, ¢,) be a T-linearized equivariant vector bundle on X = Spec A. (See [2]). Let
E = M where M is an A-module. Then M is a free module by [2] . By the definition of
T -linearized equivariant vector bundle (E, ¢,), {@,.} satisfy the condition @,= @+t *¢@,. These
correspond {p,} in GL,(A) such that

P (X, KXoy ooy X)) =P (Xy, Xy, o0, Xn) P (U5, U, =+, t'Xp)

for every ¢, t"in T where »r =rank (E). We consider {p,} in the following section.

§ 2 Group cohomology

Let E=E(T) = Hom,_¢ (T, G,,) be the additive group of characters of T. E is a free

Z-module of rank #» = dim 7.

THEOREM 2.1 Let T be an n-dimensional torus. T acts effectively and semi-linearly on
A=Fk [x, %, -, %) . Then H';, (T, GL, (A))=E"".

To prove this theorem, we interpret the theorem down to earth, that is to say we may prove

the following theorem 2.2.

THEOREM 2.2 Let P (4, b, -+, ta ; X1, %,*+, Xn) be a matvix in GL, (k[ t, 47", b, L7, -, ta,
b7l X, %, -, X)) that satisfies the condition
P (LY, bt bty [ %, %, e, Xn)
=P(ty, by o b X, Xy, o, X)) P(EG, s, e, B bx, B, BaXn).
Then there exists a matrix o(x, %, -, x,) in the GL, (k[x;, %, -+, X)) such that
Pty by oy b Xy Xy ooy %) =0(H, X, o0, %) Eo(hx, b, -, bxta) ™

where E is a diagonal matrix whose diagonal elements are of the form t&tfz--- thn(p, : inlegers).

To prove this theorem, we prepare some results. At first we prove the following proposition
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which is a special case of theorem 2.2.

PROPOSITION 2.3 Let p,(t ; x) be a matrix in GL, (k [t t, x]) such that
Pt x) = pa(t; x) py(t; ).
Then there exists a matrix o1(x) in GL, (k [x]) such that
P.(t; x)=0(x) Byoo(tx)™?
where E, is a diagonal matrix whose diagonal elements arve of the form t* (p, ; integers).
Proof. In the relation of », we put x =1 then we have
Pt ) =p(E; D P b,
we write #, x in place of t’, t respectively then we have
Pt x) =p(x; DR (I ;D).
But this is not defined at x =0. For every S in GL, (k), we can write
Pilx; DS = oy(x) Ex(x)!

where o, (x) in M, (k [x]), det 6, (x) =x% (d = 0) and E,(x) is a diagonal matrix whose
diagonal elements are of the from x% (a; : integers). We take S in GL, (k) such that d is

minimal. Then
Pt x) =0,(x) El(t> o ()L

If d =0 then the proposition is proved. So we may assume d =1. Furthermore we may assume

that

E(t) = diag (t°1, -, 14, %2, o, 192, 193, ..0)

D 2
where a;#a; if i + j. diag (a, @, -+, a,) means a diagonal matrix whose diagonal elements

are al) aZy Y an-
Since d =1, there is a component of ¢, (#x)~! which has a denominator, say, it is in the m-th

column. Then o, (&) is of the form

o, (tx) 1= : (a; €k)

(tx)?
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where at least one of g; is not zero. There is a scalar matrix H such that

............

HO‘I (&)71: """ 0 +--- ......

where at least one of &', a’p,,, -+ is not zero. Since H is of the form
* }
_E_. 0 |}t
0
we have HEH™' = E. Therefore we may replace o, (tx)' by H o, () for
o1 (x) By (x) oy ()7'= (o1 (x) H™) HEH™ (Ho, (tx)™")
= (o6n (x) HH E (H o, (tx)™).
Let (i, j)-component of o, (x) be 5,° + b,V + b,Px> + ---. Since p, ({; x) is in
GL,(k[t t7', x]), by expanding
m(t ;s =p(x; D70 ; D=ai(0E (o ()7,

we know that ()77 (5,9 @"1t* + bty @' mt®® +-++) must be in x~ @Yk [¢ ¢, x] for every
P

.
Since there is a non-zero a: and since @, are mutually different, 5,/ must be zero for every 1.

Therefore

(o~

o (x) =6, (x) 1

where 6, (x) in M, (k [x]) and det 6, = (det o,) x~'. This contradicts the minimalty of d. So

d must be zero. Hence this o, satisfies proposition 2.3. Q.E.D.
We next prove the key proposition but elementary.

PROPOSITION 2.4 Let A(x) = (a;; (x)) be in GL, (k[x]), E = diag (x4, x°, ---, x°7) and
E = diag (xP1, xP2, -, xP7) (a,, B;; integers). If E A(x) E-' = A1) then there is a scalar matrix
H such that £ = HEH .
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Furthermore theve is a scalar matrix H such that

A ay (1) e

0

where e;; is determined by a,.

H Ax) B'=

Proof. Since det E A(x) E' = det A1) is in k*'é'laf:éﬁf' Furthermore since
E Ax) E' = (a; (x) x*P)= AD) J
if a;>p; then a;; (x)=0 and if @, <, then a,; (x)=a,; (1) xPi"%
For any j, if B;#a; for every i, then by above remark, elements of the j-column of A(x) are of
the form a,;(1) x#-% or 0. So by expanding A(x) with respect to the j-column det A(x) is not
in £*. Hence B,=a, for some i = i(j). If am=+=amp=P»m=Pmg and p * q then by the
Laplace expansion of A(0), we have det A(x) =det A(0) =0. Hence p = q. Therefore there

is a scalar matrix H such that £ = HEH'. The second assertion is clear. Q.E.D.

Proof of THEOREM 2.2. We prove by induction on ». When »n =1, by PROPOSITION 2.3, the
theorem is true. We assume that the theorem is true for »— 1. Then there is a matrix
o (xi, X%, -+, x,) in GL, (k(x,) [x, %, -**, %»1]) such that

P (b, by oy b, 150, 2, 0, %)
=0 (%, %, =, %) E o (ha, b, ) boXnoy, %)™

where E is a diagonal matrix whose diagonal elements are of the form #*14%2 -+ f,_ %71 (a;; :
integers). From now, we write (x,, %, =+, X,_1), (4, &, ==, bo1), (X, bXa, oo, byoiXnoy), HE0B52 -0
t,_,%in1 by x, t tx, t% for convinient. We can take det o (x, x,) = det o (x;, x,, -+, %,,) is in k*.
o (x, x,) must be not defined at finite number of points f = £, £, ---, f, of Spec (k£ [x,]). So
we take this ¢ (%, x,) such that the number of points £, £, ---, f» at which ¢ (x, x,) is not defined
is minimal. We may regard that f; are irreducible monic polynomials in 2 [x,] . By multiplying
some diagonal matrix in GL, (k [x,]) from right to ¢ ( x, x,,) we may assume that det ¢ (x, x,,) =
cf?® where ¢ in £* and o (x, x,) is defined at f and d is minimal positive integer.

Furthermore we can take E of the form

diag(tal’ .- [ S SRR ot )

h b2

where a;#a,if i + j. If d = 1 then there is a component of o (#, x,) ' which has a denominator
and is in the m-th column. Let (i, m)-component of o (#, x,) ' be z/7° + 7Yf %, +:-- where
r;ink [x £, -, f"'] and f{7;. Furthermore we write 7,= ¢,*+a;"x +--- where 4, are in

k [£7, -, /'] and at least one of &, is not zero because det o (tx, x,) ' is independent of x.
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So there is a matrix H in GL, (k(fs, ---, /")) such that

Ho(tgx) = | 0 4

0 +...

where @, @1, arein k (7%, -, f,7') and at least one of them is not zero. And we way assume

that f /@, for every j. Since we can take H of the form
*_ v oD
%] 0 |} P
0 T |
HEH ' = E. Therefore we may replace o (fx, x,)"' by H o (t, x,) ! for
o (x, %) E o (&, x,)"' = (6 (xx,) HY) E (Ho (i&x, x,)™").
Let o (x, x,) =(0,;(x, x,)). Since P(x, 1; x, x,) isin GL,(k[t, £, -, tiy, L), X0, =+, Xp)),

by expanding
Pt 1;x x,) =0 (x, x,) E 0 (tx, x,)7",
we know that
S78(05(x, X)) @G+ Oip ar@pa 192 4-22)
must be in
OV R[G, 67 e by, b X E N e S
for every i. Since there is a non-zero a;, and a;*a; for i # j, o;; (x, x,) must be divided by f.

Therefore we have

o (x, x,) =6 (x, x,) diag (1,1, -, 1,;, 1, -, D
where o (x, x,) is in GL, (k [x, %, -, %o, ;7' -+, /»"']) and det ¢ (x, x,) = ¢f* "
This contradicts the minimality of 4. Hence d = 0. Therefore ¢ (x, x,) is not defined only at
fo» -, fo. This is a contradiction. So ¢ (x, x,) is in GL, (k [x, x,]).
By the same way we can take 7 (x, x,) in GL, (k {x, x,]) such that
P, by, x %) =7(x, %) Fr(x, tix,)™!
where F is a diagonal matrix whose diagonal elemants are of the form ## (8: : integers). We
take 7 (x, x,) 7 'P(tt, ; x, x,) T(tx, t,x,) in place of P(¢ ¢, ; x, x,). So we may assume that
P, tr o x, x,) =F.
For this p(¢, t, ; x, x,) we take o(x, x,) in GL,(k [x, x,]), by the above way, such that
P 1 x x,) =0(x x,) Eo(tx, x,)7".
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Since
Pt t, s, D=, 151, D PA, ;LD
=p, ¢t ; L, DA T, )
we have
c (1, Eec (t D'F = Fo (1, t,) Eo (& t,).
Hence, by PROPOSITION 2.4, there is a scalar matrix H such that H ¢ (¢, t,) 'F'c (¢, 1) FH™!

is of the form

el
L * |
(R
where elements in % arein k& [f, t,7'] and elements in # are b,;(f,) " in k [t ¢, t,7'] and y,;
are positive integers determined by «;. So we may assume that B(¢t, t,) =o (¢, t,)'F'c¢ (¢, DF
is above from. Thus we have
APt ;LD =0, 1) EFB(¢ t,)'a(t t,)7".
Hence
Pt by, x x)=P(x, x, ; 1, 1) P(tx, bx, ; 1, 1)
=o0(x, x,)B(x, x,) EFB(tx, t,x,) o (tx, t,%,) "
but this may not be defined at x; =0 (7 =1, ---, n).
Since
B0, x,) EFB(0, tix,) '=0(0, x,)7'P(t, t, ; 0, x,)0(0, t,x,)"
we can take a matrix D in GL, (k [x,, x,7']) and B(0, x,)D is of the form

x| )
* | 0
0 %
by the same reason of PROPOSITION 2.3. Furthermore B(x, x,)D is same form of B(x, x,).
Since
1
1. *
(B, x,) D) (B(x, x,) D) = .
0 "1

there is a matrix B’ (x, x,) in GL, (k [x, x,]) such that
C (x, %) = B (%, x2) (B (0, x,) D)™ (B, x)D)

1
C,’j(x, Xn
. )

0 T

where ¢;;(x, x,) are 0 or in £ [x, x,7'] butin & [x] .
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Since C (x, x,) EFC (tx, t,x,) 'isin GL, (k [t 7}, t,, t,7%, %, x,]), by seeing the term with respect
to x,, C (x, x,) EFC (tx, t,x,) ' must be equal to EF. Then ¢ (x, x,) B’ (x, x,)' B (0, x,) D
satisfies THEOREM 2.2.

QE.D.
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